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Introduction
The relative merits and demerits of random (probability) and quota sampling have been subject to debate for well over 50 years (eg see Moser and Stuart, 1953).  And yet both methods are still with us, and each has its passionate proponents and detractors.   Perhaps the clearest conclusion to emerge from this continuing debate, one that derives from its longevity rather than from what has actually been said, is that neither side can claim to have made the killer move: both methods continue to be frequently used and both produce results that are believed and acted on.  
The purpose of this short paper is to look analytically at the pros and cons of the two methods, not with a view to deciding which side to take in the long-running debate, but rather to help us to determine the conditions under which each method is most appropriate. 
The remainder of the paper is divided into three sections:

1. theoretical considerations;

2. empirical considerations;

3. conclusion.

Theoretical considerations
The total survey error provides a useful formal framework which can be used to compare the two sampling methods.  The following chart, adapted from Groves et al (2004), shows the successive steps involved in drawing a random probability sample and deriving estimates from it.  The types of error which can arise at each step of the process and can affect the survey’s ability to represent the population are shown in oval boxes.  It should be noted that each type of error can, at least in principle, take one of two forms, bias and variable error.  The former is error which would remain constant if the survey were repeated many times; the latter is error which would vary from implementation to implementation.  
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The defining difference between a quota sample and a random sample lies in the approach to step c) – drawing the sample.  However, quota samples often do not make explicit use of sampling frames and will therefore also often be susceptible to coverage error at step b) (for this reason, in practice, it is hard to make a clear distinction between coverage and sampling error in most quota sample surveys).   Errors at steps d) and e) (respectively, non-response and adjustment errors) apply to both sample types, but are neither equally visible nor necessarily of equal magnitude in the two sample types: non-response errors cannot easily be separately identified in most quota sample designs, and when efforts have been made to compare refusal rates these have been found to be greater in quota sample surveys (Marsh and Scarbrough, 1990). 
At step c) the fundamental differences between the two methods are:

1. that probability sampling uses random / systematic selection procedures which ensure that each member of the survey population has a known non-zero probability of selection, whereas selection probabilities cannot be calculated for members of quota samples;

2. quota sampling ensures that the achieved sample structure will match that of the population on certain variables (ie those for which quotas are set) but, within the constraints determined by this requirement, allows interviewers some discretion in recruiting the sample; in contrast, probability sampling procedures cannot guarantee that the final achieved sample will be structurally identical to the population on certain variables in this way largely because they allow interviewers no discretion in recruitment. 
These procedural differences give probability sampling the important statistical advantages over quota sampling that its methods can be demonstrated deductively (i) to give unbiased estimates of population parameters and (ii) to produce predictable patterns of variable error, thereby enabling standard errors and confidence intervals to be calculated relatively straightforwardly.  Of course, as has been often argued by quota sampling's advocates and sometimes accepted by its opponents, the lack of such deductive proofs of unbiasedness and predictability of estimate variability does not render data obtained from quota samples worthless.  Rather it points to the need to use other (empirical rather than purely deductive) criteria to support claims that quota samples can represent populations successfully and in a statistically predictable  manner.  

Most of concerns about the accuracy of quota samples have related to whether or not quota samples are biased.  However, before we address the question of quota samples and bias, we wish briefly to mention point (ii) in the last paragraph, viz. the fact that the assumptions underlying the usual standard error calculations are not satisfied when using quota samples, and that, as a result, it may not be legitimate to use the standard formulae when calculating standard errors, etc.  The important point here is not that standard errors cannot be calculated for quota samples, but rather either that the use of standard formulae should be justified by reference to the plausibility of the assumptions required for their use or that special procedures should be followed in order to calculate standard errors
.    In other words standard probability sample formulae should not be used uncritically to assess quota sample sampling variance
. 

In respect of bias, we need to ask ourselves what are the criteria that we might use successfully to test our assumptions that generally quota samples will provide largely unbiased estimates.  These criteria might be of two sorts: 

1. demonstrations that we know enough about the causal relationships between our quota and post-survey adjustment variables on the one hand and our survey variables on the other that we can confidently model values of the latter in terms of the former; and 

2. demonstrations that quota sampling “works” – by which we mean that when estimates from quota samples have been compared with those from highly regarded independent sources, they have been found to be largely in agreement. 
In practice we rarely, if ever, know enough about the causal relationships between our quota variables, post-survey adjustment variables and survey variables for approach 1 to be viable, and we therefore largely depend upon approach 2: this brings us to our empirical considerations.  However, before looking at studies that have examined the accuracy of data from quota samples, it is worth making two preliminary points.  
The first is that bias is a characteristic of the variable and not the survey (we note that this applies to bias in probability samples, caused, for example, by non-coverage and non-response as well as to bias in quota samples).  An important consequence of this is that a single quota sample might give biased estimates for some variables but not for others, and this in turn means that we cannot describe a particular quota survey as being biased or not biased.  Thus comparisons with criterion data enable us to assess the bias for individual variables and not for whole surveys.  For example, although we might find that election polls based on a particular sampling approach give relatively unbiased estimates of voting intention, this does not in any way guarantee that they will give unbiased estimates of other variables that cannot be compared with criterion data.  

Second, although we have stated in general terms that our key method for assessing the legitimacy of quota samples was to compare data produced from them with data taken from highly regarded independent sources, we did not specify what levels and types of agreement would be sufficient to make us confident in results taken from quota samples.    Of course, this question is rather general and begs "it depends" types of answer.  One approach to answering it is to consider how critical is the getting of an exact result for our variables of interest, and to use this as a basis for deciding how stringent our legitimating criteria should be.  For example, we care a great deal about getting accurate results from opinion polls at election time, because relatively small percentage point differences in party support can have major impacts on outcome and because errors are very public.  In such cases we need to be very confident that our data are reliable, and as a result would ideally require that the accuracy of our important variables has been checked directly against highly regarded external data on a number of occasions.  
For other types of data, however, we may be more tolerant of bias and be prepared to accept estimates that are biased by a small number of percentage points.  If we are collecting these kids of data we may be satisfied with evidence showing that, generally, when comparisons have been made between quota sample and external data using similar variables to ours, major errors have not been found.  This less stringent requirement probably applies to the majority of variables measured in the majority of quota sample surveys.  Of course, a problem with using these more relaxed criteria of agreement is that it does not allow us to be entirely free of the concern that, despite the fact that similar variables have been shown not to be substantially biased in previous quota sample surveys, the precise variable we are interested in may show such a bias. 
Another important point relating to how we measure "agreement" between data from quota samples and criterion data relates to replication.  Essentially, the "quota sampling works" argument is based on an inductive argument which has the following steps:

1. on the particular occasions when quota surveys have measured variables x, y, z, etc, have used quota method a, and where results have been compared with data from reliable external sources, (large) biases have not been observed;
2. therefore measuring x, y, z, etc by method a gives relatively unbiased data.
The move from step 1 to step 2 has no deductive validity, but is one we are more likely to be prepared to make (i) the more frequently we have made comparisons and (ii) the fewer the occasions on which biases have been observed.  In other words the more times we have found relevant quota sample data to be unbiased and the fewer times we have found it to be biased, the more confident we will be in the unbiasedness of data obtained from future similar quota sample surveys.   (This, incidentally, constitutes an argument for, as far as possible, making routine comparisons with external data sources when conducting quota sample surveys.)  
Empirical considerations
A number of studies have compared results obtained from quota surveys with those  from random probability surveys and other trusted date sources.  I consulted four main papers, which in date order are: Moser and Stuart (1953), Stephenson (1979), Marsh and Scarbrough (1990) and Orton (1994).  At the time of writing I am unaware of any other significant work making a range of comparisons that is relevant to the UK context
.    Before discussing the results of these studies, it is worth noting that all of them appeared to use high quality well controlled quota sampling methods, and this fact necessarily limits any conclusions that we draw from them follow to future surveys that use such methods.    

The overwhelming message from the studies is that data from quota and random probability samples are, in the main, comparable: most comparisons reported in the above studies showed no or small differences between sample types.  Both Stephenson and Orton present evidence suggesting that the numbers of significant differences arising from comparisons between probability sample results and quota sample results are in-line with chance expectation.  That said, in these studies some real differences were found, and some of these appeared to be directly related to the differences in survey procedures.  However, most, but not all, observed differences were not large enough to be of major practical concern given the purposes of most surveys.  
Differences that have been found in one or more studies
 include the following:

· quota samples are more likely to include people in single adult households (Marsh and Scarbrough, Stephenson and Moser and Stuart);
· quota samples pick up fewer working individuals when working status does not form the basis of one of the quota controls (Stephenson);

· quota samples pick up lower status individuals (Marsh and Scarbrough);

· quota samples are less likely to include people at the extremes of income (Marsh and Scarbrough; Moser and Stuart);

· quota samples pick up more / less educated individuals (Marsh and Scarbrough: slightly less educated on average and fewer respondents at the extremes of education; Moser and Stuart  and Orton: more educated);

· quota samples pick up fewer women without children (Marsh and Scarbrough);

· quota samples pick up fewer private sector employees (Marsh and Scarbrough);

·  quota samples pick up more / fewer newspaper readers (Marsh and Scarbrough fewer;  Moser and Stuart more);
· quota samples more likely to include people showing tolerant attitudes to homosexuality, and more likely to use condoms (Orton).
In view of the fact that these differences have been found, it is worth emphasising again that in the great majority of cases where comparisons have been made differences have not been found.  

Is random probability sampling really much better than quota sampling?  

The great advantage probability sampling has over quota sampling is that it is based upon accepted statistical theory.  This theory can be used to demonstrate why probability samples are free of sample selection bias and why it is reasonable to calculate standard errors, confidence intervals, etc as we do.  As a result, probability samples undoubtedly have an underlying robustness which other sampling methods do not have.
But does the fact that probability samples have this additional robustness rob quota samples of their worth?   The answer of course is "no".   Quota sampling methods may not have the full theoretical underpinnings of probability sampling methods
, but they do have considerable empirical backing: in practice, they do generally work.  
As I see it, where quota samples are most disadvantaged in comparison with probability samples is in their greater risk of bias.  Although quota samples generally work, large biases have been observed from time to time, and it is often not possible to predict where and when these biases will arise.  Both the risk and its unpredictability relate directly, I believe, to the fact that quota samples lack the theoretical underpinning of probability samples.  Related to this is the fact that, because quota samples are based upon strong assumptions about how survey variables, survey availability and quota variables are interrelated, changes in these relationships may change the ability of quota samples to produce unbiased results over time.  This means that, in principle, however often accurate results have been observed in the past, there is always a risk that the same methods will not produce accurate results in the future.   However, although this risk should be acknowledged, it should not be overstated.  It is true that repeated confirmations that our survey results are reasonably accurate do not logically justify the belief that the next survey we do will produce accurate results - this is the classic argument against inductive reasoning.  But as has been pointed out since David Hume, this argument does not stop us from using this kind of reasoning in practice, and indeed without such reasoning we could not operate effectively in the real world.   
In the light of the foregoing discussion, my answer to the question heading this section is easily stated: yes, random probability sampling methods are undoubtedly better than quota sampling methods, but well designed properly executed quota sample surveys will deliver perfectly good and relatively unbiased data on most occasions they are used.  Random probability methods should be used if it is very important to minimise bias across all variables and / or to ensure that there cannot be substantial bias for any individual variables.  Quota sampling methods should be used where resources are constrained and where the risk of some (generally low level) bias is considered acceptable. 
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�   Such estimates need to be made on the basis of one or another form of replication method. 


�  Which is not to say that they should never be used.  


�   I have not yet looked at opinion poll data although this would certainly be instructive.


�  I have excluded differences found only in the Moser and Stuart study in view of the age of the study.


�  they do, of course have theoretical underpinnings, but these based upon (often challengeable) assumptions. 





